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1. Introduction

A Rolling element bearing (REB) is the heart of
rotating components; however, its failure can have 
daunting effects; hence the need for accurate 
condition monitoring and prognostics. In view of 
achieving a more comprehensive condition 
assessment and prognostics of rolling element 
bearings, this study proposes a kernel principal 
component analysis (KPCA) feature fusion 
technique for degradation assessment, and a deep 
learning model for prognostics. 

2. Body of abstract

The emerging concept of reliability has shown
evident exponential growth against traditional 
preventive maintenance approaches and is showing 
strong dependence on the more robust Big data-
driven Prognostics and health management (PHM) 
approaches which are deeply rooted in big data 
analytics, statistical model-based, and data-driven 
prognostics methods [1]. 

In view of achieving a more comprehensive 
condition assessment and prognostics of REBs, this 
study proposes a KPCA feature fusion technique for 
degradation assessment, and a deep learning 
model for prognostics. As verified in [2-3], the KPCA 
as a feature fusion and dimensionality reduction 
technique better reflect degradation behavior of 
systems.  

Deep Long short-term memory (DLSTM) for time-
series forecasting have recently shown remarkable 
advantages over standard recurrent neural 
networks in weather forecasting [4], speech 
recognition [5], etc., and subsequently employed for 
the proposed study.  

The KPCA-LSTM model performance was 
validated with a run-to-failure experiment of a rolling 
element bearing and measured for accuracy against 
a single LSTM model, a back propagation neural 
network (BP) model, and a support vector 
regression (SVR) model [6]. The results show that 
the proposed model not only reflects a more 
monotonic bearing degradation trend; it also yields 
better prognostics results. 

3. Principle of Principal Component Analysis

By mapping several time-based n-dimensional 
features (root mean square, kurtosis, crest factor, 

etc.). to new reconstructed k-dimensional features 
(k < n), a more comprehensive degradation index 
which better reflect bearing degradation trend can 
be constructed as input feature vector for a 
designed prognostics model. 

Given a sample set X = {𝑥1, 𝑥2, … , 𝑥𝑚  } and a new 
coordinate system after transformation is 
{𝑤1, 𝑤2, … , 𝑤𝑑  } where 𝑤𝑖 is the standard orthogonal 
basis vector, the projection of 𝑥𝑖 , in the new space 

is 𝑊𝑇𝑥𝑖  and the variance of the projected sample 

points 𝑥𝑖 can be expressed in (1) as: 

∑ (𝑊𝑇𝑥𝑖𝑥𝑖
𝑇𝑊)

𝑛

𝑖
    (1) 

Applying the Lagrange multiplier method: 

𝑋𝑋𝑇𝑊 = λW (2) 

performing eigenvalue decomposition on the 

covariance matrix 𝑋𝑋𝑇  yields eigenvalues: 
eigenvalues: λ1 ≥ λ1 ≥ ⋯ λ𝑚 . The number of 
principal components selected depends on the 
variance contribution rate and cumulative variance 
contribution rate which are expressed 
mathematically in (3) and (4) respectively:  

𝜂𝑖 =  
100%λ𝑖

∑𝑚λ𝑖
(3) 

𝜂∑(p) =  ∑ 𝜂𝑖
𝑝
𝑖 (4) 

The resultant PCA is to form W = {𝑤1, 𝑤2, … , 𝑤𝑝 } 

where 𝑤𝑝 principal component contains most of the 

information that can be provided by the original 
variables. 

4. Long Short-Term Memory (LSTM)

A network of LSTM cells forms a larger deep neural 
network, which can reflect the long-term memory 
effect. A typical LSTM cell as shown in Fig. 1 
comprises of the input gate 𝐼𝑡 , forget gate 𝑓𝑡 , and 

output gate 𝑂𝑡. 

Fig.1 A single LSTM cell 
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Fig.2 LSTM network at different time steps 

𝑓𝑡 = 𝜎(𝑢𝑓𝑥𝑡 + 𝑤𝑓𝐻𝑡−1 + 𝑏𝑓) (5) 

𝑖𝑡 = 𝜎(𝑢𝑖𝑥𝑡  +  𝑤𝑖𝐻𝑡−1 + 𝑏𝑖) (6) 

𝑂𝑡 = 𝜎(𝑢𝑜𝑥𝑡 + 𝑤𝑜𝐻𝑡−1) + 𝑏0) (7) 

The singled layered 𝐼𝑡 , 𝑂𝑡  and 𝑓𝑡  contain sigmoid 

activation functions while the candidate layer  𝐶∗
𝑡

(8) contains the tanh activation function. The current
cell memory 𝐶𝑡  emanates from 𝐶∗

𝑡, and an element-
wise multiplication of the previous memory𝐶𝑡−1 and 

𝑓𝑡 as shown in (9). 

𝐶∗
𝑡  = 𝑡𝑎𝑛ℎ(𝑤𝑐 · 𝐻𝑡−1 + 𝑢𝑐𝑥𝑡 + 𝑏𝑐) (8) 

𝐶𝑡 = 𝑓𝑡 · 𝐶𝑡−1 + 𝑖𝑡 · 𝐶∗
𝑡 (9) 

Each LSTM cell output 𝐻𝑡   is a function of the last 

output layer 𝑂𝑡 and the tanh activated function of 𝐶𝑡 
as shown in (10). The averaged sum over time is 
represented in (11) and shown in Fig. 2. 

𝐻𝑡 = 𝑂𝑡 · tanh(𝐶𝑡) (10) 

𝐻 = ∑ 𝐻𝑗/𝑛
𝑛

𝑖=1
 (11) 

5. Proposed KPCA-DLSTM model

Fig. 3 shows a pictorial view of the proposed
KPCA-DLSTM for degradation assessment and 
RUL prediction of the test bearing. 

6. Experimental setup and results

The run-to-failure experiment on four Rexnord ZA-
2115 double row bearings was conducted by the 
NASA and the results reported in [7].  

Fig.3 Framework of proposed prognostics model 

7. RUL prediction results

Fig. 4 shows the RUL prediction result of the 
proposed model on Bearing3. 

8. Performance Evaluation

Table 1 presents the performance evaluation results 
of the proposed model on bearing3. 

Fig.4 RUL prediction Result on bearing3 

Table 1 performance evaluation results  

Metric Basic 
LSTM 

BP SVR DLSTM 

RMSE 0.03 0.0287 0.016 0.010 

MAPE 1.9216 1.5832 1.0323 0.7137 

MAE 0.027 0.0169 0.0108 0.0097 
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